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InnovateAsia-1st 5G Mobile Algorithm Competition-Polar Code

Task Description Requirements

Channel coding technique ensures reliable and efficient Requirements:

communications in modern systems; Implement software and hardware polar encoder and decoder based on the

Given a specific channel, the highest code rate for reliable provided matelialfidisiEE S S

communications is limited by Shannon’ s channel capacity; Works format:

Some good existing channel codes, which include turbo 1. Algorithm study: polar encoding and decoding algorithms, C/Matlab simulation;
codes and LDPC codes, can approach (but achieve) the 2. FPGA implementation: implement polar encoder and decoder using hardware
channel capacity; and tools provided in this contest.
Polar codes can achieve the channel capacity with a Delivery Material:

Polar Co¢.ie 2 corrllstrucjuve B R ceaing and decoding 1. Algorithm documents: algorithm description and simulation results, C/Matlab

An capacity- SIS code files;

achieving Under practical and finite code length configuration, polar 2. FPGA design document, Verilog RTL hardware description program, FPGA

error code can achieve a better error-correction performance downloading bit files and testing results.

correcting than turbo/LDPC codes with comparable complexity.

code Selection criteria in the first round

Based on the materials provided herein and the public
references, understand the encoding and decoding
procedures of the polar, develop simulation program and
then generate correct simulation results. Design FPGA 2. Good FPGA design for polar encoder and decoder.
implementation architectures for polar encoder and
decoder; implement the FPGA design using Verilog RTL
hardware description language; conduct the FPGA test

1. Correctly understand the polar encoding and decoding algorithms; the software
simulation results is reasonable;

Selection criteria in the second round

1. Complete the FPGA implementation of polar encoder and decoder;

using the hardware and tools provided by the contest 2. High data throughput, low processing delay and less FPGA resources occupation
organizer, and then deliver the corresponding testing is desired;
results.

3. Novel algorithm and architecture is a plus.
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References to Read

E. Arikan, "Channel polarization:
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An adaptive successive cancellation list decoder for polar codes with cyclic redundancy check
Parallel decoders of polar codes

Low latency list decoding of polar codes with double thresholding

List decoding of polar codes

Polar Codes: Primary Concepts and Practical Decoding Algorithms



http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=6380512
http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=6852071
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What is Polar Code?
 Why we need Polar Code?
e How does Polar Code Work?

e Implement Guide
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To have a gut feeling what is polar code

WHAT IS POLAR CODE?
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What is Polar Code?

» 100101......0

K-bit message

Transmitter

» 10?107......7
K-bit receiving signal

A\

Receiver
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What is Polar Code?

1001011001......0 \

— 100101.....0 — Encoder ,
. N-bit signal
K-bit message NSK
Error Correcting Codes: s ,
add redundant parity bit to provide high Transmitter

reliable and efficient communication

1001011001.....0__

N-bit receiving signal

Decoder

Receiver

—» 100101.....0 —»

K-bit decoded
message

Page 7



What is Polar Code?

Receiver

— 100101.....0 —

K-bit message

Encoder

_—

N-bit signal

N>K

Polar code is high performance
error correcting code

1001011001.....0__

N-bit receiving signal

Decoder

—» 100101.....0 —»

K-bit decoded
message

1001011001......0 \

_

Transmitter
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To know what benefit polar code brings to 5G

WHY WE NEED POLAR CODE?
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5G Vision: Zero Distance Communications

5G HyperService Cube
Mobility:  Okm/h ~ 500km/h
Frequency: 300MHz-300GHz

Massive

Capacity air Al &7 Times Traffic
: . &) 3 9s Flooding

Massive

S i —

Zero ey = N
Waiting U 0 B 3 ms Delay
N L, Experience
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5G Requirements on Error Correcting Codes

B Human Centric Communications: HIGH PERFORMANCE, HIGH SPEED
» User data rate: 10Gbps
* iPhone, iPad, iGlass, iWatch
> Base station data rate: 1Tbhps
* Cloud computing blade
B Machine Centric Communications: LOW POWER, LOW LATENCY
» Remote sensors 10~100Bytes
* meters, telemetric, RFID, ..........
» Automation 104 second latency

« Could-drive-car, factory control ....
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Polar Code in Wireless System

Block diagram of base-band transmitter

DMRS mapping i Sounding Seq maping

e ] S ] e e

Block diagram of base-band receiver

t. CSRS

LLR
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Polar Code in Wireless System

Block diagram of base-band transmitter

DMRS mapping Sounding Seq maping

L Sl -l

Block diagram of base-band receiver
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Polar Code vs Classical Code

100

» Code: code length is 1024, code rate 0.5
» Channel: BPSK+AWGN
» Compared with Turbo/LDPC codes, polar

) ﬂ}
@ [ &at
’

101

T T T TTTI0
)

L] 'H
(25
‘/.

1072 code has 0.3~0.7dB performance improvement

o
w103

104

t —<—Polar SC 0
| —#—Polar SCL(32)
| = Polar BP(200)
107> i 8- Polar CA-SCL(32)
i ——Polar aCA-SCL(1024)
1 ——WCDMA turbo
[ A—LTE turbo
<&—WiMax LDPC

1 1 1
0 0.05 1 1.5 2 2.5 3
Eb/NO(dB)
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w
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To have a gut feeling how polar code will be implemented in the 5G wireless systems

HOW DOES POLAR CODE WORK?
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Polar Encoding

B Combining the information and frozen bits U, = (Ul, Uy,---, Uy )

» K-length information bit sequence;

'I'I
|
1
PR
)
L 1

» (N-K)-length frozen bit sequence, known by both encoder and
decoder;

1 0 0 O
» Combine two sequences, where U, is the information bits and u . 11 0 O
is the frozen bits, the indices are collected in set A and its F®2 = 10 1 0
complement set A,
B Multiplied by the generator matrix :1 L4 4
vV =uNEe" 1 0 0 0 0 0 O
10 1 1 0 0 0 0 O
where, n=log, N, F = L J, F*' =F®F®" ®n is the n-th Kronecker power. 1 01 0 0 0 O
fea (1111000
m Perform bit-reversal permutation on vy ,i.e., X =V, 1 0 0 01 0O
Function 7 (i) is defined as follows: let the binary represenation 11 0 0 1 10
1 01 0 1 O 1
n—k
of index i to be(b,,b,,---,b,),i.e., i= Z( 2" )41 1010111 1 1

then, the binary represenation of 7 (i) is (b,,b,,,---,b ).
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Polar Encoding

up [ 0 D D D W v — X
Example: Polar Encoding with N=8 K=4 i
u | 0 NV N W > V2 = Xs
] . M Jan v
Information bit indices A={4,6,7,8} Us | 0 v NP, W > Vs = X3
el e . u [ an W > vs — X
Frozen bit indices A°={1,2,3,5} o N S
L L Us | 0 D P W = Vs — X,
Information bit sequence (i,, i, i, i, )
Ug iz AR W = Vg — Xg
Frozen bit sequence (0,0,0,0)
Uz i3 C) W b V7 — X
- - - 8 _ - - - -
After bit combining, u? =(0,0,0,i1,0, iz, i3, i4) T W L Vs - X

Mulplification v’ = u’F** can be realized using stucture shown right
Bit-reversal indices of (1,2,3,4,5,6,7,8) is (1,5,3,7,2,6,4,8)

Perform bit-reversal permutation on v, and obtain the encoding bits x’
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Decoding Algorithm for Polar Codes

B Successive cancellation (SC) decoding
»  Low complexity, simple decoding structure;
» Be proven to achieve the channel capacity when the code length is large enough;
»  Under practical finite length, performance is not satisfying.

B Belief propagation and some other existing decoding algorithms are also not good enough

B SC list (SCL) decoding algorithm

»  Improve SC decoding algorithm;
»  Achieve the ML performance with rather low complexity.

B CRC-aided SCL (CA-SCL) decoding algorithm
»  It’s the normal case that CRC bits are embedded in the information sequence;
» Utilize the a prior information of CRC to make decision in the list obtained by SCL decoding;

» Achieve comparable and even better performance against Turbo/LDPC codes.
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Decoding Algorithm for Polar Codes

(SC-based) Polar decoding Alg.

CA-SCl.

SCL

Path search on the code tree

What is the TREE for polar decoding? Definition of code tree

Which paths should be extended?®  Rule of path expansion

How to calculate the path metrics?  Computation of path metric
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Decoding Algorithm for Polar Codes

What is the TREE for polar decoding?

U

{\A ffffffffffffffffffffffffff K\AL”' fffff

U,

Uy

eeeeeeeeeeeeeeeeeee AR EREEE

u

o~

Root \/

N

01 01 01 01

ivdbdbdndbdbidbds

Level-1

Level-3

Level-4

Any polar code with length N is related to a full
binary tree with depth N;

Each level of the edges is related to an information
or a frozen bit;

Except the leaf nodes, the two dependants of each
node are respectively labeled as 0 and 1;

Each path from the root to any leaf node is related

to a decoding sequence (frozen bit included).
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Decoding Algorithm for Polar Codes

What is the TREE for polar decoding?

Any polar code with length N is related to a full

U, 0/.\1 Level-1 binary tree with depth N;

Each level of the edges is related to an information

U, Level-2 or a frozen bit;
T K 77777777777777777 }\ 77777777777777777777777777 KX 7777777777777777777777777777 Except the leaf nodes, the two dependants of each

Level-3

K \x K \x { \x { x node are respectively labeled as 0 and 1;
Each path from the root to any leaf node is related

01 01 01 01 Level-4

‘ & J & J & J & J & J & J & J & to a decoding sequence (frozen bit included).

u =(uy,U,,u,,u,)=(0,0,0,0)
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Decoding Algorithm for Polar Codes

What is the TREE for polar decoding?

Any polar code with length N is related to a full

U, 0/.\1 Level-1 binary tree with depth N;

Each level of the edges is related to an information

" 2 or a frozen bit;
7777777777777777777777777 KX{ \/'\ e AT e e T bl el
U3 Level-3 .
\x { node are respectively labeled as 0 and 1;
u, 1 0 et Each path from the root to any leaf node is related

J & J & J x J & J & J & J & J & to a decoding sequence (frozen bit included).

u =(u,,u,,u,,u,)=(0,1,0,1)
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Decoding Algorithm for Polar Codes

What is the TREE for polar decoding?

Any polar code with length N is related to a full

U, 0/.\1 Level-1 binary tree with depth N;

Each level of the edges is related to an information

. Level-2 or a frozen bit;
7777777777777777777777777 KXK} Except the leaf nodes, the two dependants of each
U, Level-3 .
% \x K { \x { x node are respectively labeled as 0 and I;
u, 0 | | o ok et Each path from the root to any leaf node is related
J & J & & J & J & J & J & to a decoding sequence (frozen bit included).
uf:(ul,uz,u3 )=(0,1,1,1)
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Decoding Algorithm for Polar Codes

What is the TREE for polar decoding?

Any polar code with length N is related to a full

U, 0/.\1 Level-1 binary tree with depth N;

Each level of the edges is related to an information

U, Level-2 or a frozen bit;
7777777777777777777777777 K}\KX Except the leaf nodes, the two dependants of each
U, Level-3 .
% \x K \x { x { x node are respectively labeled as 0 and 1;
u, | 04 i o et Each path from the root to any leaf node is related

J & J & J & J & J & J x J & J & to a decoding sequence (frozen bit included).

' =(u;,u,,us,u,)=(1,0,1,1)

Page 24



Decoding Algorithm for Polar Codes

Which paths should he extended?

{Vvdbd

0.02 0.03 0.05 0.20 0.08

\

0.02

0.10

0.05

o

.36

o

.0

=

o

.02

1 01 01

¢ o d o

0.01 0.01 0.01 0.01 0.02

Level-1

Level-2

Level-4

»Each path, from the root to any node, is related to a metric;
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Decoding Algorithm for Polar Codes

Which paths should he extended?

»Each path, from the root to any node, is related to a metric;

» Starting from the root, do width-first search on the code tree;

Level-1
»In each level, the (at most) L paths with larger metrics are
l Level-2 picked out for future expansion, the L is called the search width;
0.05
0 1 Level-3
0.02 0.03
01 01 Level-4

0.02 0.03 005 0.20 0.08 0.02 0.10 0.05 0.36 0.01 0.02 0.01 0.01 0.01 0.01 0.02
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Decoding Algorithm for Polar Codes

Which paths should he extended?

»Each path, from the root to any node, is related to a metric;
Level-1 » Starting from the root, do width-first search on the code tree;

»In each level, the (at most) L paths with larger metrics are

?{ Leees picked out for future expansion, the L is called the search width;
0.30
0 1 Level-3
0.05/ 0.25%?
01 01 01 01 01 01 01 Level4

TN é b

0.02 0.03 0.05 0.20 0.08 0.02 0.10 0.05 0.36 0.01 0.02 0.01 0.01 0.01 0.01 0.02
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Decoding Algorithm for Polar Codes

Which paths should he extended?

Level-1
Level-2
0.30 ?{
0 1 Level-3
0.05./ 0.25}?
01 01 01 01 01 01 01 Level-4

TN é b

0.02 0.03 0.05 0.20 0.08 0.02 0.10 0.05 0.36 0.01 0.02 0.01 0.01 0.01 0.01 0.02

»Each path, from the root to any node, is related to a metric;

» Starting from the root, do width-first search on the code tree;
»In each level, the (at most) L paths with larger metrics are
picked out for future expansion, the L is called the search width;
» When achieving the leaf node level, the L candidates are

output in the order of decreasing metrics;
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Decoding Algorithm for Polar Codes

Which paths should he extended?

Candidate
3

Candidate
2

Candidate
1

CRC

Decision

»Each path, from the root to any node, is related to a metric;

» Starting from the root, do width-first search on the code tree;
»In each level, the (at most) L paths with larger metrics are
picked out for future expansion, the L is called the search width;
» When achieving the leaf node level, the L candidates are
output in the order of decreasing metrics;

»The one with the largest metric value (can also pass CRC if

CA-SCL decoding) are pick out as final decision.
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Decoding Algorithm for Polar Codes

How to calculate the path metrics?

» The path metric is defined as the conditional probability of the corresponding bit sequence given the receiving signals, and it
is usually in logarithmic form in software/hardware implementation.

PM (uli)zln(Pr{ui | le})

Page 30



Decoding Algorithm for Polar Codes

How to calculate the path metrics?

» The path metric is defined as the conditional probability of the corresponding bit sequence given the receiving signals, and it
is usually in logarithmic form in software/hardware implementation.

PM (uli)zln(Pr{ui | le})

» The path metric can be recursively computed as follows:

PM (Uli_l) if u is information bit or a correct frozen bit, and (1-2u,) :sign(L(,;) (le ,uli-l))
PM (uj) =4 PM (u™)~ | (' u™)|  if u, is information bit or a correct frozen bit, and (1-2u, )= sign(L(,? A ,uli‘l))
-0 if u. is a wrong frozen bit
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Decoding Algorithm for Polar Codes

How to calculate the path metrics?

» The path metric is defined as the conditional probability of the corresponding bit sequence given the receiving signals, and it
is usually in logarithmic form in software/hardware implementation.

PM (uli)zln(Pr{ui | le})

» The path metric can be recursively computed as follows:

PM (Uli_l) if u is information bit or a correct frozen bit, and (1-2u,) :sign(L(,;) (le ,uli-l))
PM (uj) =4 PM (u™*)—|L (' u™)|  if u, is information bit or a correct frozen bit, and (1—2ui)¢sign(L(,?(le,uli‘l))
-0 if u. is a wrong frozen bit

where, PM(¢)=0

w(ny:z'2)=sign<L1-L2>-min(|L1|,|L2|) {th O " @ )<:| 19 (y,)=in P10 =00}

(y12N’ A2|—1) (_1)02H Ll L = (YE'L, Al(zeu 2))
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Decoding Algorithm for Polar Codes

How to calculate the path metrics?

» The path metric is defined as the conditional probability of the corresponding bit sequence given the receiving signals, and it
is usually in logarithmic form in software/hardware implementation.

PM (ul') = In(Pr{ui |y, })
» The path metric can be recursively computed as follows:
PM () if u is information bit or a correct frozen bit, and (1-2u,) —sign(L(,? (v'u)
PM (u}) =4 PM (u}™)-|L

(y1 ul 1)‘ if u, is information bit or a correct frozen bit, and (1—2

~00 if u; is a wrong frozen bit

where, PM(¢)=0
L(2|1(le’A2| 2) Sign(Ll.Lz).min(|L1|,|L2|) {
(ylzN’ A2|—1) _( 1)02i71 . L1 4 L2

. 5 . 5 N N

, the sub-vectors consists of elements with odd and even indices are denoted by U;, and U,
N N _

Uy = (Uy, Uy, ey Ugge gy Uy s ) Ue = (Uy, Ugyeney Uy, Uy )

L =10 (" ur* @) &9 1 (y) = in P =)
L, —L ( 2N 5 (2i- 2)) s

yN+1’ le

Given u,'
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Decoding Algorithm for Polar Codes

»Decoder input

N Code length, the length of encoded sequence, take value
as some power of 2

yN Receiving signal from BPSK modulated AWGN
' channel

A Set of information bit indices, size is K
L Search width of SCL decoding algorithm
o?  Variance of AWGNs

»Decoder output

u, K-length information bit sequence

Initialize the list with an
empty path

A

Expand survival paths with 0 and|_

Search
candidate
paths

1, and compute the path metrics |

)

Sort the candidate paths

)

Reserve at most L candidates,
delete the others

Length reaches N?

Output the K-length candidates in
order of decreasing metrics

CRC bits embedded?

Make decision

A

Output the path with the largest
metric that can pass CRC

Output the
sequence with the
largest metric
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How polar code will be implemented for this task

IMPLEMENTATION GUIDE
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Phase |

B REQUIREMENTS
» Correctly understand the polar encoding and decoding algorithm, simulate the BER/BLER performance;
» Design FPGA structures of polar encoder and decoder, evaluate the resources, data rate and delay;
B DELIVERIES
» Algorithm document: BER/BLER performance under BPSK modulated AWGN channel;
» Simulation code writing in C or Matlab;
» FPGA outline design document;
B CRITERIA

» Correctly understand the polar encoding and decoding algorithms; the software simulation results is reasonable;

» Good FPGA design for polar encoder and decoder.
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Phase Il

B REQUIREMENTS

» Implement the polar encoding & decoding algorithms using hardware description language (Verilog RTL etc.);

» Implement hardware polar encoder and decoder based on the provided platform DES5-Net Dev Kit;

B DELIVERIES

» FPGA design document;
» The source code and FPGA bit stream (.bit) file;
» Test result of the FPGA implementation;

B CRITERIA

» Complete the FPGA implementation of polar encoder and decoder;
» High data throughput, low processing delay and less FPGA resources occupation is desired;

» Novel algorithm and architecture is a plus.
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System Configuration Parameters for Implementation

Parameter

Value

Description

The code length is set to 256 or 1024;

N 256 or 1024 | The simulation should support both code length configurations;
In FPGA design, competitors can chose one to implement.
Length of information blocks: when N=256, K=128; when N=1024, K=512;

K 128 or 512
24 CRC bits are assumed to be embedded in the info. block;
The generator polynomial is

g(D) From LTE

g(D)=D%*+D%*3+D!8+D17+D14+D114+D10+D7+D®+D>+D*+D3+D+1

L Searching width, usually be some power of 2, e.g. 1, 2, 4, 8, 16, 32; For hardware

1to 32

design, competitors can chose one to implement.

A Indicated by 1s in Set of information bit indices, known at both encoder and decoder; sized K

next two pages
u

AC

All zeros

Frozen bit sequences, with length (N-K)=128/512, known at both encoder and decoder
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System Configuration Parameters for Implementation

0000O0OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO
0010111000000000000000100000001000101110000000101111111012
1111111111111100000000000000010000001101111111000120111011
i11111011122111712121117112211100010221102211711221117272111721117121111121111
1111111111111111111111111111

B Information/frozen bit indices for N=256 and K=128;

B ‘0’ indicates frozen bit; ‘1’ indicates information bit:; read in rows.
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System Configuration Parameters for Implementation

00000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000
00010000000000000000000000000000000000000000000000000000000000
00000100000000000000000000000000000001000000000001011100010111
01111111000000000000000000000000000000000000000000000000000000

00000001110000000000000000000000010001011100000001000101110011
1TM11111111111000000000000000100000001000171111000000110111111101
T1T1111111111110001017110111111101111111111111110111111111111111
1TM1M111111111111110000000000000000000000000000000000000000000000
01000000010001011100000000000000010000000101111111000001110111
1TM1110111111111111111000000000000011100010111011111110001011101
TMT1T1T11T11t11T111T1T11111111000171711T1111111111111111111111111111111111
1T11T11T1T1T1111111111111111100000001000101110001011111111111001111
TMT1T1t1111t1t1t1t11111111111M111111M11011111111111111111111111111111111111
TMT1tT11111tT1t1t111t11t1t1111111111M1111011111111111111111111111111111111 1
TT1T1t111111t1t1111t1t1t1111111111111M1111111111111111111111111111111111
1T"M1M1M1M1M1M1M1T111M111111111111111111111

B Information/frozen bit indices for N=1024 and K=512;

B ‘0’ indicates frozen bit:; ‘1’ indicates information bit; read in rows.
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System Diagram for Simulation and FPGA

(K-24) bits K bits N bits ALEL K bits (K-24) bits
Gt()airrllzt;?;:e > Attach > POIa_r ~| BPSK Polar | Detach L COBrTIIE%Jte
sequence CRC bits encoding decoding CRC bits g

|
3

Block Diagram for Polar Code Simulation

B The source message is (K-24) length binary sequences, with bit 0 and bit 1 uniformly distributed;

B The K-length input sequence of polar encoder includes 24 CRC bits;

B Demodulation is merged into the polar decoder;

B The decoding results is compared with the source sequence, and compute BER and BLER:

»BER (Bit Error Rate) is the number of error bits divided by the total number of bits transmitted bit;

»BLER (Block Error Rate) is the number of error blocks divided by the total number of sequences sent.
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AWGN

System Diagram for Simulation and FPGA

(K-24) bits K bits N bits K bits (K-24) bits
Gt?irrllzt;?e > Attach > Pola_r » BPSK {_b_‘ Polar | Detach L COBTE%M
sequence CRC bits encoding decoding CRC bits g

|
J
I

Block Diagram for Polar Code Simulation

0—>+1
B BPSK maps bit 0/1 to real number signals +1/-1: 1 1
o/

B AWGN is a Gaussian distributed variable with average 0, and variance o’ -
> E.g., AWGN sequence with length N and variance o =0.64can be generated using Matlab code as
noises = sqrt(0.64)*randn(1, N);

» Noise variance is calculated based on the target bit SNR (Eb / N0) for simulation:
NE, 1024
2(K—Lege ) o 2x(512-24)c°

1.0492

2
o)

dB

E, /N, (dB)=log,, _ =10xlog,, ~10xlog,,
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Performance Curves for Reference

0
10 : .
—S—L=1 & B BPSK+AWGN
o\ AN —A— =2 ]
| —— =4 || B N=1024, K=512
—v— L=8
—o— =16 B CA-SCL decoding
o g1 _aoll
] = L= B Float-point implementation
m
P B #Simulated frames > 10°
g
S
0 \Q\
E \
o \s\
RS
N
107t ; : ' : ' :
0.5 1 15 2 2.5 3 3.5

Eb/NO(dB)
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Hints on the Polar Decoder Implementation

B Memory storage for candidate path
> For a direct implementation of polar decoder, storing each path cost a space complexity O(N logN) ;
» Utilizing features of SC/SCL, only a space complexity O(N) is required for each path.
B Path arrangement in memory
» A large amount of memory copy operation are needed in SCL decoding;
» A direct implementation of these copies will cost O( N 2) time complexity;
» By introducing data sharing between paths, only the parts need to be updated will be copied, the complexity can
be significantly reduced (it is called ‘lazy copy’);
B (Quantization scheme
» The quantization scheme of LLRs and path metrics has significant impact on the performance;
» A recommended solution is to use more than 8 bit for LLRs and 10 bit for metrics with 2 bit after decimal point;

» The path metric take values as non-positive values, so the sign bit is not a must.

[1] 1. Tal and A. Vardy, "List decoding of polar codes,” arXiv:1206.0050v1, 2012 [Online]. Available: http://arxiv.org/pdf/1206.0050v1
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